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1. What is WeBrain 

WeBrain is a web-based computing platform that enables large-scale EEG and 

EEG-fMRI multimodal data storing, exploring and analyzing using cloud 

High-Performance Computing (HPC) facilities across UESTC and China. WeBrain 

connects researchers of different fields to EEG and multimodal tools and processing 

power required to handle the large datasets that have become the norm in the field. It 

also aims to construct an International Virtual Community of Brainformatics (IVCB) 

to set the scene for more ambitious multi-national initiatives and cooperation in brain 

research. It does at the same time reduce the technical expertise required to use these 

resources. It provides an easy-to-use for novice users (even no computer 

programming skills) and flexibility for experienced researchers. It is not necessary to 

install any software or system for users, all need is a modern web browser of any kind. 

A range of resources including neuroimaging analysis tools are available, as well as 

documents related to WeBrain. Below are tools integrated in the WeBrain as yet. 

2. Data input of Tools 

Currently, in the WeBrain, EEG data of each subject should be zipped as a separated 

zip file ONLY. For example, a zip file of EEG data (one subject) can be a 

óSub_01.zipô, which contains all EEG files generated by EEG system (e.g. files of 

BrainProduct EEG system: sub_01.dat, sub_01.vhdr and sub_01.vmrk) or a folder 

consisting of the EEG files. Here, 3 types of EEG data structures are supported in the 

WeBrain. 

1) Associated with the WeBrain platform, a new and more flexible data structure, 

named the Standard EEG Data Structure (SEDS) is suggested. It is proposed to meet 

the needs of both small-scale EEG data batch processing in single-site studies and 

large-scale EEG data sharing and analysis in single-/multisite studies (especially on 

cloud platforms). Two versions (MATLAB and Docker versions) of the EEG Datafile 

Restructuring Toolbox (DRT) have been developed to restructure EEG data files 

according to the SEDS. The DRT GUI (MATLAB version) dramatically reduces the 

time required for novice researchers, while the DRT (Docker version) is more 

efficient for experienced researchers. All materials including SEDS documents, tools, 

example datasets, etc., are available on the WeBrain website 

(https://webrain.uestc.edu.cn/) and Wiki (https://github.com/WeCloudHub/DRT). 

More details about the SEDS can be seen in the paper: Li Dong et al., 2021, DRT: A 

New Toolbox for the Standard EEG Data Structure in Large-scale EEG Applications, 

submitted. 

2) As an extension to the Brain Imaging Data Structure (BIDS) Specification for 

EEG, BIDS-EEG has been supported in the WeBrain. EEG data files could be 

reorganized as BIDS-EEG using BIDS-MATLAB-TOOLS 

(https://sccn.ucsd.edu/eeglab/plugin_uploader/plugin_list_all.php) first, and then 

https://webrain.uestc.edu.cn/
https://github.com/WeCloudHub/DRT
https://sccn.ucsd.edu/eeglab/plugin_uploader/plugin_list_all.php
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zipped as a zip files and uploaded to the WeBrain. More details about BIDS-EEG can 

be seen in the paper Pernet, C. R., et al. (2019). "EEG-BIDS, an extension to the brain 

imaging data structure for electroencephalography." Sci Data 6(1): 103. 

3) For small-scale EEG data, data files could be directly zipped as a zip file by 

hand. The zip file should contain all EEG files generated by EEG system or a folder 

consisting of the EEG files. 

 

Warning: DO NOT enter any blank spaces in the input file names!!! 

If there are any blank spaces in the file names, the WeBrain system 

will rename EEG data file names (it may lead to unexpected errors). 
 

It is strongly suggested to reorganize EEG data files using offline 

tools before uploading these files to the WeBrain platform. 

 

2.1 Load EEG data 

EEGLAB functions (based on eeglab14_1_0b) are used to load various EEG data. If 

only channel labels are present currently, but some of these labels have known 

positions. It will try to look up coordinates for these channels using the electrode file 

Standard-10-5-Cap385_witheog.elp (except ANT). Currently, supporting EEG data 

format are:  

 

EEGLAB .set File (recommended) 

The function is ópop_importdata()ô. It supports reading the EEGLAB dataset files 

({.set, .fdt}). 

ASCII/Float .txt File or MATLAB .mat/.dat File 

The function is ópop_importdata()ô. When reading a MATLAB .mat file, please 

confirm that it must contain only one MATLAB variable (channels ¦ time points). 

When reading a ASCII .txt file, please confirm that is must contain only EEG data 

with channels ¦ time points. If your data are .txt or .mat files, sampling rate must be 

filled in the parameter box when using some EEG tools. It is suggested to use DRT 

tool (https://webrain.uestc.edu.cn/) to convert EEG data to EEGLAB .set files, by 

writing sampling rate and channel locations. 

Curry 6/7 .dat File 

The function is ópop_loadcurry()ô. It supports reading NeuroScan Curry6/7 

continuous EEG data files ({.dat, .dap and .rs3}). 

Curry 8/9 .cdt File 

The function is ópop_loadcurry()ô. It supports reading NeuroScan Curry8 continuous 

EEG data files ({.cdt, .cdt.ceo and .cdt.dpa}). 

NeuroScan .cnt File 

The function is ópop_loadcnt()ô. It supports reading NeuroScan EEG data files (.cnt). 

Data format 16bit or 32bit will be auto-detected. 

https://webrain.uestc.edu.cn/
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NeuroScan .EEG File 

The function is ópop_loadeeg()ô. It supports reading the NeuroScan EEG data files 

(.EEG). If the .EEG file is epoched data (channels ¦ time points ¦ trials), some 

tools may be not available. 

Biosemi .bdf/.edf File 

The function is ópop_readbdf()ô. Based on Biosemi functions, it supports reading 

16-bit European standard "EDF" (European Data Format) and 24-bit BDF (Biosemi 

Data Format). 

Brain Vis. Rec. .vhdr File 

The function is ópop_loadbv()ô. It supports reading Brain Vision Analyzer data files 

({.dat, .vhdr, .vmrk} or {.eeg, .vhdr, .vmrk}). 

EGI MFF File 

The function is ópop_readegimff ()ô. It supports reading EGI MFF data files (.mff). 

Neuracle EEG Recorder 

The function is ópop_importNeuracle ()ô. It supports reading Neuracle EEG 

Recorder data files ({data.bdf, evt.bdf}). Noting that the filenames of EEG file 

collected by Neuracle EEG Recorder are fixed as ñdataò, ñevtò. 

ANT .cnt File 

The function is ópop_loadeep_v4 ()ô. It supports reading ANT cnt data files (.cnt). If 

only channel labels are present currently, but some of these labels have known 

positions. WeBrain will try to look up coordinates for these channels using the 

electrode file ófile ANT_WG_standard_346.cedô from plugin ñANTeepimport1.13ò. 

 

 

Table 1: Data formats supported by the WeBrain 

 Supported file formats 

EEG file formats 

(Manufacturer/file format) 

ASCII/Float file (*.txt) 

MATLAB (*.mat or *.dat) 

EEGLAB ({*.set, *.fdt} or *.fdt) 

Curry 6/7 ({*.dat, *.dap, *.rs3}) 

Curry 8/9 ({*.cdt, *.cdt.ceo, *.cdt.dpa}) 

Brain Products/Brain Vision ({*.vhdr, *.vmrk, *.dat} or 

{*.vhdr, *.vmrk, *.eeg}) 

NeuroScan (*.cnt or *.EEG) 

Biosemi/European Data Format (*.bdf or *.edf) 

BIOSIG (*.edf, *.edf+, *.gdf or *.bdf) 

 EGI MFF file (.mff) 

 Neuracle EEG Recorder ({data.bdf, evt.bdf}) 

ANT (*.cnt) 
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3. EEG Tools 

Warning: DO NOT enter any blank spaces in the input parameters!!! 

 

3.1 WB_EEG_REST 

WB_EEG_REST is a tool of Reference Electrode Standardization Technique (REST) 

in WeBrain. REST is a re-reference technique, a software method for translating 

multichannel spontaneous EEG or event-related potentials with reference at any a 

physical point on brain/body surface or the post-processed data referenced at average 

or linked ears etc. to a new dataset with reference at Infinity where the potential is 

zero/constant (Yao, 2001; Yao et al., 2005). Currently, REST is increasingly 

acknowledged by EEG/ERPs community around the world (to our knowledge, at least 

12 countries/areas), and more than 50 studies have actually adopted REST to get zero 

reference as the foundation of their novel findings. Meanwhile, the REST has been 

regarded as the Rosetta Stone for scalp EEG (Kayser and Tenke, 2010) and listed in 

the new guidelines of International Federation of Clinical Neurophysiology (IFCN) 

for EEG analysis. More details about REST toolbox can also be seen in the paper 

(Dong et al., 2017). 

 

Use REST please cite: 

Yao, D., 2001. A method to standardize a reference of scalp EEG recordings to a point 

at infinity. Physiol Meas. 22, 693-711. 

Dong, L., et al., 2017. MATLAB Toolboxes for Reference Electrode Standardization 

Technique (REST) of Scalp EEG. Frontiers in Neuroscience. 11. 

 

Parameters 

lfFile: Leadfield file.The leadfield can be a matrix (*.dat, output of leadfield.exe, 

sources X channels) which is calculated by using the forward theory, based on 

the electrode montage, head model and equivalent source model. It can also be 

the output of ft_prepare_leadfield.m (e.g. lf.leadfield) based on real head 

modal using FieldTrip. 

rechanns: string with indices of the re-referenced channels (channels re-referencing to 

REST, e.g. ó[1:4,7:30]ô), or óallô. 

 

Outputs 

For each subject, a zip file which contain the re-referenced EEG data will be 

generated (saved as EEG .set file which contains the EEG potentials with zero 

reference, channels ¦ time points). 

 

Leadfield Calculation 

The leadfield matrix is required to be calculated for a new electrode system. It can be 
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the output of ft_prepare_leadfield.m (e.g. lf.leadfield) based on real head modal using 

FieldTrip. Users can also download the óLeadfield.exeô to calculate a leadfield matrix 

of a concentric-three-spheres head model. It calculates the leadfield matrix from the 

3000 cortical dipoles (spherical equivalent dipoles) and the newly given electrode 

array for the canonical concentric-three-spheres head model. The array of real 

electrode coordinates (coordinates of fiducial points are not required) is suggested to 

be saved in a ó*.txtô ASCII file with their Cartesian x (the left ear is defined as -x axis), 

y (the nasion is the +y axis), z coordinates in three columns, while the coordinates 

will be auto-normalized and -matched to the upper spherical cap of head model inside 

the program. In addition, noting that the executable file óLeadfield.exeô is compiled 

using C language on Windows system to calculate the leadfield matrix; if you want to 

run it on Linux system (Ubuntu), a simple solution is to install the óWineô software 

first (i.e. enter the command ósudo apt-get install wineô in a terminal). The leadfield 

calculation consists of the following 2 steps. 

    1. File ŕ Load Electrode File: ļ*.txtĽ ASCII file; x, y, z positions in three 

columns only; 

    2. File ŕ Calculate Lead Field. It may take a few minutes that depends on the 

size of the matrix and the computer. When the calculation is completed, the leadfield 

matrix is saved as ļLead_Field.datĽ (sources ¦ channels) in the directory of 

electrode file. 

 

Note 

The reference of input EEG data should be a scalp point (e.g. the tip of the nose, 

vertex, linked mastoids or linked ears) or average reference. 

 

Links 

REST:  

http://www.neuro.uestc.edu.cn/rest/  

 

REST software 

http://www.neuro.uestc.edu.cn/rest/Down.html  

 

EEGLAB 

http://sccn.ucsd.edu/eeglab/index.html  

 

FieldTrip 

http://www.fieldtriptoolbox.org/start  

http://www.fieldtriptoolbox.org/reference/ft_prepare_leadfield  

http://www.fieldtriptoolbox.org/development/project/example_fem  

http://www.fieldtriptoolbox.org/tutorial/headmodel_eeg_fem?s[]=fem&s[]=headmodel  

 

http://www.neuro.uestc.edu.cn/rest/
http://www.neuro.uestc.edu.cn/rest/Down.html
http://sccn.ucsd.edu/eeglab/index.html
http://www.fieldtriptoolbox.org/start
http://www.fieldtriptoolbox.org/reference/ft_prepare_leadfield
http://www.fieldtriptoolbox.org/development/project/example_fem
http://www.fieldtriptoolbox.org/tutorial/headmodel_eeg_fem?s%5b%5d=fem&s%5b%5d=headmodel
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3.2 WB_EEG_Mark 

WB_EEG_Mark is a tool to automatically mark bad block/good quality EEG data 

based on thresholding z-scores/global field power (Fig. 1). It is recommended before 

calculating EEG indices (e.g. power, networks) or ERPs. Steps of marking EEG data 

consist of: 

[1] Filtering all EEG data (Passband filtering and Notch filter) 

[2] Z-transforming the EEG data/calculating global field power. Per channel/electrode 

every time point is z-normalized (mean subtracted and divided by standard 

deviation). Or the z-scored standard deviation (global field power, GFP) of the 

signal at all selected electrodes is calculated. 

[3] Averaging z-values/using global field power over channels/electrodes allows 

evidence for an artifact to accumulate and averaging it over channels. 

[4] Threshold the accumulated z-score/global field power for each epoch/window. 

Bad blocks are labeled by ó9999ô (EEG.event.type is ó9999ô, percentage 

(absolute value) above threshold > 1% for each small epoch). Good quality data 

are labeled by ó2001ô (EEG.event.type is ó2001ô, percentage (absolute value) 

above threshold < 5% for each small epoch). If bad blocks with label ó9999ô 

already existed, the bad block data will be NOT marked as good quality data. 
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Fig. 1: Pipeline of automatically marking bad block/good quality EEG data. 

 

Parameters 

passband: Passband of filtering. Default is ó[1,60]ô. If passband is empty (ó[]ô), 

bandpass filtering will be skipped. 

NotchBand: Band of notch filter. Default is ó[45,55]ô. In China, power frequency is 

50Hz, while it is 60 Hz in USA. If max(passband)<min(NotchBand) or 

NotchBand is empty, notch filtering will be skipped. 

flag1: flag1 = 0: mark bad blocks (Default); flag1 = 1: mark good quality data. 

flag2: flag2 = 0: global field power (Default); flag2 = 1: z-tranforming. 

Thre: Threshold of z-score/global field power. Default of global field power (z-scored 

standard deviation) is 3. For various EEG data, the threshold may be changed 

by user flexibly. 

WinLenth: Length of the window (small epoch). Unit is second. Default is 1 sec. 

seleChanns: String with indices of the selected channels (e.g. ó[1:4,7:30]ô), or óallô. 

Default is óallô. 
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srate: Sampling rate of EEG data. It can be automatically detected from EEG data, if 

it is ó[]ô. But for ASCII/Float .txt File and MATLAB .mat File, users should 

fill the sampling rate by hand. Default is ó[]ô. 

 

Outputs 

For each subject, a zip file which contains the marked EEG data (saved as EEG .set 

file which contains the mark events) will be generated. Bad blocks are labeled by 

ó9999ô (EEG.event.type is ó9999ô). Good quality data were labeled by ó2001ô 

(EEG.event.type is ó2001ô).  

EEG.MarkPercent: Percentage of marked event (duration). 

EEG.dataZ: Z-score or z-scored global field power of data. 

 

Links 

 

Automatic artifact rejection in FieldTrip 

http://www.fieldtriptoolbox.org/tutorial/automatic_artifact_rejection  

 

3.3 WB_EEG_runICA 

WB_EEG_runICA is a tool to run ICA on EEG data based on EEGLAB function - 

runica(). It perform Independent Component Analysis (ICA) decomposition of input 

data using the logistic infomax ICA algorithm of Bell & Sejnowski (1995) with the 

natural gradient feature of Amari, Cichocki & Yang, or optionally the extended-ICA 

algorithm of Lee, Girolami & Sejnowski, with optional PCA dimension reduction. 

Annealing based on weight changes is used to automate the separation process. ICA is 

usually used to remove artifact (e.g. eye blink) or extract features (e.g. ERP) from 

EEG data. 

 

Parameters 

selechanns: number with indices of the selected channels (e.g. ó[1:4,7:30]ô or óallô). 

Default is óallô. 

ICs: Number of ICA components. Default is number of EEG channels or number of 

retained PCs. Noting that we usually run ICA using many more trials that the 

sample decomposition presented here. As a general rule, finding N stable 

components (from N-channel data) typically requires more than kN2 data 

sample points (at each channel), where N2 is the number of weights in the 

unmixing matrix that ICA is trying to learn and k is a multiplier. The value of 

k will increase as the number of channels increases. When data are insufficient, 

then using the ópcaô option (Set the number of PCs to retain) to find fewer than 

N components may be the only good option. This parameter may return 

strange results. This is because the weight matrix is rectangular instead of 

being square. 

http://www.fieldtriptoolbox.org/tutorial/automatic_artifact_rejection
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Ntrain : Perform tanh() "extended-ICA" with sign estimation N training blocks. If N > 

0, automatically estimate the number of sub-Gaussian sources. If N < 0, fix 

number of sub-Gaussian comps to -N [faster than N>0] (default is 0 -> off). 

The "runica" Infomax algorithm can only select for components with a 

supergaussian activity distribution (i.e., more highly peaked than a Gaussian, 

something like an inverted T). If there is strong line noise in the data, it is 

preferable to set the training blocks as 1, so the algorithm can also detect 

subgaussian sources of activity, such as line current and/or slow activity. 

PCs: decompose a principal component (default = [] -> off, i.e. default is NOT 

performing PCA analysis.) subspace of the data. Value is the number of PCs to 

retain. 

stop: stop training when weight-change < this (default is 1e-6, if less than 33 channel 

1e-7 is recommended). 

maxsteps: max number of ICA training steps. Default is 512. 

sphering: [óonô/ôoffô] flag sphering of data. Default is óonô. 

 

 

Note: EEG data will be imported as EEG structure using EEGLAB. EEG.data should 

be channels ¦ time points OR channels ¦ time points ¦ epochs. 

 

Outputs 

For each subject, a zip file which contain the EEG dataset with new fields icaweights, 

icasphere and icachansind (channel indices). (saved as EEG .set file which contains 

the ICA results). The EEG dataset can also be imported and used in EEGLAB. 

 

EEG.icasphere: ICA sphere; 

EEG.icaweights: ICA weights; 

EEG.icachansind: selcet channels; 

EEG.activations: ICA components. If EEG data is epoched, the activations 

(corresponding to ICA time courses) will be generated; 

EEG.icawinv = pinv(icaweights * icasphere); % a priori same result as inv. 

 

EEG.ICAPara.ICs: number of ICA components; 

EEG.ICAPara.Ntrain: perform tanh() "extended-ICA" with sign estimation N training 

blocks; 

EEG.ICAPara.PCs: the number of PCs to retain. 

EEG.ICAPara.stop: stop training when weight-change < this. 

EEG.ICAPara.MaxSteps: max number of ICA training steps; 

EEG.ICAPara.sphering: flag sphering of data; 
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3.4 WB_EEG_QA 

WB_EEG_QA is a stable tool to realize quality assessment (QA) of a continuous 

EEG raw data (e.g, resting-state EEG data). The bad data in small windows of each 

channel could be detected by kinds of 4 methods, and a number of indices related to 

the data quality will be calculated. Meanwhile, the overall data quality rating will be 

also provided, including levels of A, B, C, D (corresponding to perfect, good, poor, 

bad). The QA consists of (Fig. 2): 

[1] A continuous EEG data of each channel will be high pass filtered (>1Hz) and then 

segmented as small windows; 

[2] Detecting constant or NaN/Inf signals in each window (Method 1). The windows 

containing any NaN/Inf or with tiny SD/median values (<10-10) are considered as 

bad windows. 

[3] Detecting unusually high or low amplitude using robust standard deviation across 

time points in each window (Method 2). If the z-score of robust time deviation 

falls below a threshold or the absolute amplitude exceeds a value of microvolts 

(150ɛV), the window is considered to be bad. 

[4] Detecting high or power frequency noises in each window by calculating the 

noise-to-signal ratio (NSR) based on Christian Kothe's method (Method 3). If the 

z-score of estimate of signal above 40/50Hz (power frequency minus 10 Hz) to 

that below 40/50 Hz above a threshold or absolute NSR exceeds 0.5, the small 

window is considered to be bad. 

[5] Detecting low correlations with other channels in each window using Pearson 

correlation (default) or RANSAC correlation (Method 4). If the maximum 

correlation (absolute correlation coefficients) of the window of a channel to the 

other channels falls below a threshold, the window is considered bad. 

[6] Calculating a number of indices relative to the data quality and rating the EEG raw 

data. 

More details about the QA tool can be seen in the paper: Zhao et al., 2021, 

Quantitative signal quality assessment for large-scale continuous scalp EEG with big 

data perspective, submitted. 
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Fig. 2: Pipeline of quality assessment of continuous EEG raw data. (1) Raw EEG data 

with artifacts such as eye blink, eye movement etc. (2) The continuous EEG data of 

each channel will be high pass filtered and then segmented as small windows. Here 

óWindowSecondsô is the window size (e.g. 1 sec.) over which the following methods 

are conducted. (3) Detecting constant or NaN/Inf signals in each window (Method 1). 

(4) Detecting unusually high or low amplitude using robust standard deviation across 

time points in each window (Method 2). If the z score of robust time deviation falls 

below órobustDeviationThresholdô or the absolute amplitude exceeds 150 microvolts 

(ɛV), the small window is considered to be bad. (5) Detecting high or power 

frequency noises in each window by calculating the noise-to-signal ratio based on 

Christian Kothe's method (Method 3) (clean_rawdata0.32 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR) ). If the z score 

of estimate of signal above 40 Hz (power frequency - 10Hz) to that below 40 Hz 

above óhighFrequencyNoiseThresholdô or absolute NSR exceeds 0.5, the small 

window is considered to be bad. Noting that if the sampling rate is below 2¦power 

frequency, this step will be skipped. (6) Detecting low correlations with other 

channels in each window using Pearson correlation (default) or RANSAC correlation 

(Method 4). For Pearson correlation, if the maximum correlation of the window of a 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR)
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channel to the other channels falls below ócorrelationThresholdô, the window is 

considered bad. For RANSAC correlation (Bigdely-Shamlo et al., 2015), each 

window of a channel is predicted using RANSAC interpolation based on a RANSAC 

fraction of the channels. If the correlation of the prediction to the actual behavior falls 

below óransacCorrelationThresholdô or calculation is too long, the window is marked 

as bad. The time cost of this method is high, and the channel locations are required. 

The RANSAC correlation is optional and default is not performed. (7) Calculating a 

number of indices relative to the data quality and rating the EEG raw data. 

 

Parameters 

WindowSeconds: the window size (in seconds, default = 1 sec.) over which the above 

methods are conducted. 

HighPassband: lower edge of the frequency for high pass filtering. Default is 1 Hz. 

seleChanns: number with indices of the selected EEG channels (e.g. ó[1:4,7:30]ô or 

óallô). Default is óallô. 

badWindowThreshold: cutoff fraction of bad windows (default = 0.4) for detecting 

bad channels. 

robustDeviationThreshold: Z-score cutoff for robust time deviation in each window 

(default = 5). 

PowerFrequency: power frequency. Default is 50 Hz (in Chinese). Noting that in USA, 

power frequency is 60Hz. 

FrequencyNoiseThreshold: Z-score cutoff for NSR (signal above power frequency - 

10Hz). Default is 3. If the z score of estimate of signal above 40 Hz (power 

frequency - 10Hz) to that below 40 Hz above óhighFrequencyNoiseThresholdô 

or absolute NSR exceeds 0.5, the small window is considered to be bad. 

flagNotchFilter : flagNotchFilter = 1: remove 0.5¦power frequency noise using 

notch filtering. Default is off (flagNotchFilter = 0). 

correlationThreshold: maximal correlation below which window is bad (range is (0,1), 

default = 0.6). If the maximum correlation of the window of a channel to the 

other channels falls below ócorrelationThresholdô, the window is considered 

bad. 

ransacCorrelationThreshold: cutoff correlation for abnormal wrt neighbors(default = [] 

| --> not performed). 

ransacChannelFraction: fraction of channels for robust reconstruction (default = 0.3). 

ransacSampleSize: samples for computing RANSAC (default = 50). 

srate: sampling rate of EEG data. It can be automatically detected in EEG data. But 

for ASCII/Float .txt File or MATLAB .mat File, user should fill the sampling 

rate by hand. Default is ó[]ô. 

 

Note:  

 ̧ Assumptions of QA tool: 

   - The signal is a structure of continuous data with data and sampling rate at least. 
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   - No segments of the EEG data have been removed. 

 ̧ Noting that quality assessing EEG raw data would NOT change the raw data. 

 ̧ If channel locations are not contained in EEG data or selected channels do not 

contain channel locations, the RANSAC correlation is invalid. 

 ̧ Noting that if the sampling rate is below 2¦power frequency, the step of 

detecting high or power frequency noises will be skipped. 

 

Outputs 

For each subject, a mat file which contains a structure array of QA results will be 

generated (saved as results_QA_*.mat file which contains the QA results and 

parameters of each step). Meanwhile, a table file named QA_table.mat which lists all 

indices of all subjects (including calculated and skipped subjects) in a table will be 

generated at same time. 

 

results_QA.ONS: Overall ratio of No Signal windows. The ONS ranges from 0 to 1. 

The ONS = 0 if and only if there is no NaN or constant signals in the data. In 

contrast, the ONS = 1 for all NaN or constant signals; 

results_QA.OHA: Overall ratio of High Amplitude windows. The OHA ranges from 0 

to 1. The OHA = 0 if and only if there is no high amplitude window in the data, 

and the OHA = 1 for all are high amplitude bad windows in the data; 

results_QA.OFN: Overall ratio of high Frequency Noise windows. The OFN ranges 

from 0 to 1. The OFN = 0 if and only if there is no high frequency noise window 

in the data, and the OFN = 1 for all are high amplitude bad windows in the data; 

results_QA.OLC: Overall ratio of Low Correlation windows. The OLC ranges from 0 

to 1. The OLC = 0 if and only if there is no low correlation windows in the data, 

and the OLC = 1 for all windows are low correlation bad windows in the data; 

results_QA.OLRC: Overall ratio of windows of Low RANSAC Correlation (optional). 

The OLRC = 0 if and only if there is no low correlation windows in the data, and 

the OLRC = 1 for all windows are low correlation bad windows in the data; 

results_QA.badChannels: The index of bad channels of which the ratio of the bad 

quality windows exceed a certain threshold (0.4 by default); 

results_QA.NBC: No. of Bad Channels; 

results_QA.OBC: Overall ratio of Bad Channels. The OBC tends to 0 for no bad 

channels and to 1 for all bad channels; 

results_QA.OBClus: Overall ratio of Bad Clusters. The number of the connected 

components of the bad quality windows. This measure can describe the situations 

of the bad quality windows in the data. OBClus tends to 1 for a wide noises in 

the data, to 0 for no bad clusters. The lower of OBClus is, the less part of EEG 

signals is contaminated. If ODQs of two EEG data are same, the quality of the 

data with lower OBClus is better than another; 

results_QA.ODQ: Overall Data Quality: the overall ratio of good data windows. The 

ODQ ranges from 0 to 100. The ODQ = 0 if and only if there is no good window 
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in the data, and the ODQ = 100 for all are good windows in the data; 

results_QA.DataQualityRating: Overall Data Quality Rating 

Level A: ODQ >= 90; 

Level B: ODQ >= 80 && ODQ < 90; 

Level C: ODQ >= 60 && ODQ < 80; 

 Level D: ODQ < 60; 

results_QA.allMAV: mean absolute value of all windows; 

results_QA.badMAV: mean absolute value of bad windows; 

results_QA.goodMAV: mean absolute value of good windows; 

results_QA.NoSignalMask: a mask of windows with no signals (with dimension 

channels ¦ windows);  

results_QA.AmpliChannelMask: a mask of windows with high amplitudes (with 

dimension channels ¦ windows); 

results_QA.FrequencyNoiseMask: a mask of windows with high frequency (and 

power frequency, if applicable) noise (with dimension channels ¦ windows); 

results_QA.LowCorrelationMask: a mask of windows with low correlations (with 

dimension channels ¦ windows); 

results_QA.RansacBadWindowMask: a mask of windows with RANSAC low 

correlations (with dimension channels ¦ windows); 

results_QA.OverallBadMask: a mask of windows with overall bad signals (with 

dimension channels ¦ windows); 

results_QA.fractionBadWindows: fractions of bad windows for each channel (with 

dimension channels ¦ 1); 

results_QA.badChannelsFromAll: logical value of bad channels from all methods 

(with dimension channels ¦ 1). 

 

Parameter details: 

 

results_QA.parameters.srate: sampling rate; 

results_QA.parameters.WindowSeconds: window size in seconds (default = 1 sec); 

results_QA.parameters.HighPassband: lower edge of the frequency for high pass 

filtering, Hz; 

results_QA.parameters.selechanns: number with indices of the selected channels (e.g. 

[1:4,7:30] or óallô).Default is óallô; 

results_QA.parameters.badWindowThreshold: cutoff fraction of bad windows; 

results_QA.parameters.PowerFrequency: power frequency. Default is 50 Hz (in 

Chinese). Noting that in USA, power frequency is 60Hz; 

results_QA.parameters.robustDeviationThreshold: Z-score cutoff for robust channel 

deviation; 

results_QA.parameters.FrequencyNoiseThreshold: Z-score cutoff for nosie-to-signal 

ratio (signal above 40 Hz); 

results_QA.parameters.correlationThreshold: maximal correlation below which 
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window is bad (range is (0,1)); 

results_QA.parameters.chanlocsflag: flag of channel locations. if chanlocsflag = 1: 

have channel locations; 

results_QA.parameters.chanlocsXYZ: xyz coordinates of selected channels; 

results_QA.parameters.chanlocs: channel locations of selected channels; 

results_QA.parameters.ransacSampleSize: samples for computing RANSAC (default 

= 50); 

results_QA.parameters.ransacChannelFraction: fraction of channels for robust 

reconstruction (default = 0.3); 

results_QA.parameters.ransacCorrelationThreshold: cutoff correlation for abnormal 

wrt neighbors(default = [] | --> not performed). 

 

3.5 WB_EEG_prepro 

WB_EEG_prepro is a specific and stable tool to perform standardized preprocessing 

of continuous EEG raw data to remove a kind of artifacts (e.g. resting state EEG data), 

and obtain clean EEG data with REST reference. It is supported to preprocess EEG 

raw data with single point, average or linked LM reference. Preprocessing EEG raw 

data consists of (Fig. 3): 

[1] Quality assessment of EEG raw data first. Noting that quality assessment (QA) do 

NOT change the EEG raw data. If the overall data quality (ODQ) exceed a 

threshold (default is 80), then the preprocessing could be continue; 

[2] Passband and notch filtering, if applicable; 

[3] Artifact removal: EOG regression; 

[4] Artifact removal: residual artifact removal; 

[5] Bad channel interpolation and re-referencing to REST; 

[6] Quality assessment of preprocessed EEG data after artifact removal; 

[7] Marking residual bad block with unusually high or low amplitude (>6) using 

z-scored STD across channels, and then clean EEG data with REST reference are 

obtained finally. 
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Fig. 3: Pipeline of standardized preprocessing of continuous EEG raw data. (1) Raw 

EEG data with artifacts such as eye blink, eye movement etc. (2) Quality assessment 

of EEG raw data, automatically. If the overall data quality (ODQ) exceed a threshold 

(ranging from 0-100, default is 80), then the preprocessing could be continue. The 

EEG raw data will be assessed by kinds of methods, and bad channels will be 

identified at same time. More details can be seen in WB_EEG_QA. (3) Passband and 

notch filtering (if applicable). The data can be filtered first using Hamming windowed 
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sinc FIR filter. (4) Artifact removal: EOG regression. A linear regression model will 

be utilized to remove EOG artifacts using z-scored EOG channels (5) Artifact removal: 

residual artifact removal. The residual artifacts will be removed using common used 

methods. Currently, a kind of 4 common used methods are provided in the WeBrain, 

including ICA based Multiple Artifact Rejection Algorithm (MARA), ICA based 

ADJUST, robust PCA and artifact subspace reconstruction (ASR) methods. (6) Bad 

channel interpolation and re-referencing to REST. For interpolation, reference 

electrode standardization interpolation technique (RESIT) and spherical spline 

interpolation (SSI) are provided in the WeBrain. (7) Quality assessment of 

preprocessed EEG data after artifact removal. (8) Marking residual bad block with 

unusually high or low amplitude using z-scored standard deviation (STD>6) across 

channels. Bad blocks will be marked as label 9999 using WB_EEG_Mark. (9) Clean 

EEG data with REST reference are obtained finally. 

 

Parameters 

seleChanns: number with indices of the selected channels (e.g. ó[1:4,7:30]ô or óallô). 

Default is óallô. 

EOGchanns: number with indices of the EOG channels. Default is ó[]ô. 

thre_ODQ: threshold of overall data quality (ODQ). If ODQ Ó a threshold, then the 

preprocessing could be continue. Default is 80. Noting that the quality 

assessment (QA) would NOT change the EEG raw data, and some default QA 

parameters are fixed in the preprocessing tool (window size is 1 sec, lower 

edge of the frequency for high pass filtering is 1 Hz, cutoff fraction of bad 

windows is 0.4, Z-score cutoff for robust channel deviation is 5, Z-score cutoff 

for noise-to-signal rate is 3 and correlation threshold is 0.6). 

passband: passband of filtering. Default is ó[1,40]ô. 

PowerFrequency: power frequency. Default is 50 Hz (in Chinese). Noting that in USA, 

power frequency is 60Hz. 

keepUnselectChannsFlag:  

keepUnselectChannsFlag = 0: do not keep unselected channels (default); 

keepUnselectChannsFlag = 1: keep all channels. 

badChannelInterploateFlag:  

badChannelInterploateFlag = 0: do NOT interpolate, and if have channel 

locations in EEG.chanlocs, then re-referencing to REST (Dong et al., 

2017; Yao, 2001); 

badChannelInterploateFlag = 1 (default): interpolate the bad channels rows of 

EEG.data using reference electrode standardization interpolation 

technique (RESIT); default is using RESIT (The bad channels will be 

interpolated with REST reference (Dong et al., 2017; Dong et al., 2021; 

Yao, 2001)); 

badChannelInterploateFlag = 2: interpolate the bad channels rows of EEG.data 

using spherical spline interpolation (SSI) (Perrin et al., 1989), and 
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re-referencing to REST. 

residualArtifactRemovalFlag:  

residualArtifactRemovalFlag = 0: no removal; 

residualArtifactRemovalFlag = 1: ICA based MARA (Multiple Artifact 

Rejection Algorithm) (Winkler et al., 2011); 

residualArtifactRemovalFlag = 2: ICA based ADJUST (Mognon et al., 2011); 

residualArtifactRemovalFlag = 3: rPCA method (Lin et al., 2010); 

residualArtifactRemovalFlag = 4: ASR method (Mullen et al., 2013). 

MARA_thre: cuttoff posterior probability for each IC of being an artefact while using 

MARA method. Default is 0.7. 

badWindowThreshold: cutoff fraction of bad windows (default = 0.6) for detecting 

bad channels. 

srate: sampling rate of EEG data. It can be automatically detected in EEG data. But 

for ASCII/Float .txt File or MATLAB .mat File, user should fill the sampling 

rate by hand. Default is ó[]ô. 

 

Note:  

 ̧ Noting that quality assessing EEG raw data would NOT change the raw data. If 

the overall data quality (ODQ) exceed a threshold (default is 80), then the 

preprocessing could be continue. 

 ̧ EEG data will be imported as EEG structure of EEGLAB. Dimension of 

EEG.data must be channels ¦ time points.  

 ̧ If channel locations are not contained in EEG data or selected channels do not 

contain locations, methods required EEG channel coordinates are invalid (e.g. 

interpolation, ICA-based MARA, ICA-based ADJUST, and REST re-referencing 

etc.). 

 ̧ It is suggested to use this tool to preprocess EEG raw data with single 

point/AVG/linked LM reference. It is not supported for the EEG raw data with a 

specific non-unipolar recording montage, such as the ipsilateral mastoid (IM) or 

the contralateral mastoid (CM). 

 

Outputs 

For each subject, a zip file which contains the preprocessed EEG data will be 

generated (saved as *_prepro.set file which contains the clean EEG data (EEG.data 

with dimension channels ¦ time points) and preprocessing info (parameters and 

results of each preprocessing step). The file can be further analyzed by WeBrain 

online or EEGLAB offline. Following fields will be further added in the *.set file. 

 

EEG.preprocessed.PassbandFilter.check = óyesô or ónoô for pass band filtering; 

EEG.preprocessed.PassbandFilter.passband: pass band; 

EEG.preprocessed.PassbandFilter.comments = óHamming windowed sinc FIR filterô; 

EEG.preprocessed.NotchFilter.check = óyesô or ónoô for notch filtering; 
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EEG.preprocessed.NotchFilter.notchband: notch filtering band; 

EEG.preprocessed.EOGregression.check = óyesô or ónoô for EOG regression 

EEG.preprocessed.EOGregression.EOGchanns = EOG channels; 

 

EEG.preprocessed.residualArtifactRemoval.check = ónoô: skip residual artifact 

removal; 

EEG.preprocessed.residualArtifactRemoval.MARA.check = óyesô : use ICA-based 

MARA method to remove residual artifacts; more details can be seen in I. 

Winkler, S. Haufe, and M. Tangermann, Automatic classification of artifactual 

ICA-components for artifact removal in EEG signals, Behavioral and Brain 

Functions, 7, 2011. 

EEG.preprocessed.residualArtifactRemoval.MARA.ICs: number of ICA components 

to compute (default is 'pca' arg);  

EEG.preprocessed.residualArtifactRemoval.MARA.ICANtrain: perform tanh() 

"extended-ICA" with sign estimation N training blocks; default is 0; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAstop: ICA stop training when 

weight-change < this; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAMaxSteps: max number of 

ICA training steps; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAsphering: [óonô/óoffô] flag 

sphering of data; default is óonô; 

EEG.preprocessed.residualArtifactRemoval.MARA.artcomps: list of artifacted ICs 

detected by MARA; 

EEG.preprocessed.residualArtifactRemoval.MARA.MARAinfo: structure containing 

more information about MARA classification; 

MARAinfo.posterior_artefactprob: posterior probability for each IC of being an 

artefact. 

MARAinfo.normfeats: <6 x nIC > features computed by MARA for each IC, 

normalized by the training data. The features are: (1) Current Density Norm, 

(2) Range in Pattern, (3) Local Skewness of the Time Series, (4) Lambda, (5) 

8-13 Hz, (6) FitError.  

EEG.preprocessed.residualArtifactRemoval.MARA.MARA_thre: cuttoff posterior 

probability for each IC of being an artefact while using MARA method; 

 

EEG.preprocessed.residualArtifactRemoval.ADJUST.check = óyesô: use ICA-based 

ADJUST method to remove residual artifacts; More details about ADJUST can 

be seen in Mognon A, Jovicich J, Bruzzone L, Buiatti M, ADJUST: An 

Automatic EEG artifact Detector based on the Joint Use of Spatial and Temporal 

features. Psychophysiology 48 (2), 229-240 (2011). 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICs: number of ICA 

components to compute (default is 'pca' arg);  

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICANtrain: perform tanh() 
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"extended-ICA" with sign estimation N training blocks; default is 0; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAstop: ICA stop training 

when weight-change < this; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAMaxSteps: max number of 

ICA training steps; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAsphering: ['on'/'off'] flag 

sphering of data; default is óonô; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.artcomps: list of artifacted ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.horizcomps: list of horizontal 

eye movement (HEM) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.vertcomps: list of vertical eye 

movement (VEM) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.blinkcomps: list of eye blink 

(EB) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.disccomps: list of GD ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_DV: SVD threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.diff_var: SVD feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_K: TK threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.meanK: TK feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_SED: SED threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.SED: SED feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_SAD: SAD threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.SAD: SAD feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_GDSF: GDSF threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.GDSF: GDSF feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_V: MEV threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.nuovaV: MEV feature values; 

 

EEG.preprocessed.residualArtifactRemoval.rPCA.check = óyesô: use robust PCA to 

remove residual artifacts; 

EEG.preprocessed.residualArtifactRemoval.rPCA.lambda: weight on sparse error 

term in the cost function; 

EEG.preprocessed.residualArtifactRemoval.rPCA.tol: tolerance for stopping criterion; 

EEG.preprocessed.residualArtifactRemoval.rPCA.maxIter: maximum number of 

iterations; 

 

EEG.preprocessed.residualArtifactRemoval.ASR.check = óyesô: use ASR method to 

remove residual artifacts; more details about ASR can be seen in the tool 

óclean_rawdataô; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit: standard deviation cutoff 

for removal of bursts (via ASR).A quite conservative value is 5; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit_refmaxbadchns: this 
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number is the maximum tolerated (0.05-0.3) fraction of "bad" channels within a 

given time window of the recording that is considered acceptable for use as 

calibration data; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit_reftolerances: these are 

the power tolerances outside of which a channel in a given time window is 

considered "bad", in standard deviations relative to a robust EEG power 

distribution (lower and upper bound). Together with the previous parameter this 

determines how ASR calibration data is be extracted from a recording. Can also 

be specified as 'off' to achieve the same effect as in the previous parameter. 

Default is [-3.5,5.5]; 

 

EEG.preprocessed.Interpolation.check = ónoô: skip bad channel interpolation and 

re-referencing to REST only (if have channel locations); 

EEG.preprocessed.Interpolation.comments = óre-referencing to REST based on 

3-concentric spheres head modelô; 

 

EEG.preprocessed.RESITinterpolation.check = óyesô: use RESIT method to 

reconstruct bad channels; 

EEG.preprocessed.RESITinterpolation.badchanns: list of bad channels; 

EEG.preprocessed.RESITinterpolation.comments = óREST based on 3-concentric 

spheres head modelô; 

EEG.preprocessed.SphericalSplinesInterpolation.comments = óre-referencing to 

REST based on 3-concentric spheres head modelô; 

 

EEG.preprocessed.SphericalSplinesInterpolation.check = óyesô: use SSI method to 

reconstruct bad channels; 

EEG.preprocessed.SphericalSplinesInterpolation.badchanns: list of bad channels; 

 

EEG.preprocessed.QA.check = óyesô: QA after artifact removal; 

EEG.preprocessed.QA.comments = óQA after artifact removalô; 

EEG.preprocessed.QA.results: results of QA for artifact removed data; 

 

EEG.preprocessed.MarkBadBlock.check = óyesô or ónoô: marking or no marking 

residual bad block with unusually high or low amplitude using zscored standard 

deviation; 

EEG.preprocessed.MarkBadBlock.comments = óMarking residual bad block after 

artifact removalô; 

EEG.preprocessed.MarkBadBlock.zscoredGFP: global field power of z-scored 

standard deviation across channels; 

EEG.preprocessed.MarkBadBlock.STDthreshold: standard deviation threshold; it is 

equal to the Z-score cutoff for robust channel deviation in QA. 
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Links: 

Some EEG preprocessing tools: 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR)  

https://www.nitrc.org/projects/adjust/ 

https://github.com/methlabUZH/automagic 

https://github.com/germangh/eeglab_plugin_aar  

https://github.com/VisLab/EEG-Clean-Tools  

https://github.com/bwrc/ctap 

 

3.6 WB_EEG_prepro_cm 

WB_EEG_prepro_cm is a specific and stable tool to perform standardized 

preprocessing of continuous EEG raw data to remove a kind of artifacts (e.g. resting 

state EEG data), and obtain clean EEG data with REST reference. It is supported for 

the EEG raw data with a specific non-unipolar recording montage, such as the 

ipsilateral mastoid (IM) or the contralateral mastoid (CM). Preprocessing EEG raw 

data consists of (Fig. 4): 

[1] Quality assessment of EEG raw data first. Noting that quality assessment (QA) do 

NOT change the EEG raw data. If the overall data quality (ODQ) exceed a 

threshold (default is 80), then the preprocessing could be continue; 

[2] Passband and notch filtering, if applicable; 

[3] Artifact removal: EOG regression; 

[4] Artifact removal: residual artifact removal; 

[5] Bad channel interpolation and re-referencing to REST; 

[6] Quality assessment of preprocessed EEG data after artifact removal; 

[7] Marking residual bad block with unusually high or low amplitude (>6) using 

z-scored STD across channels, and then clean EEG data with REST reference are 

obtained finally. 

 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR)
https://www.nitrc.org/projects/adjust/
https://github.com/methlabUZH/automagic
https://github.com/germangh/eeglab_plugin_aar
https://github.com/VisLab/EEG-Clean-Tools
https://github.com/bwrc/ctap
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Fig. 4: Pipeline of standardized preprocessing of continuous EEG raw data. (1) Raw 

EEG data with artifacts such as eye blink, eye movement etc. (2) Quality assessment 

of EEG raw data, automatically. If the overall data quality (ODQ) exceed a threshold 

(ranging from 0-100, default is 80), then the preprocessing could be continue. The 

EEG raw data will be assessed by kinds of methods, and bad channels will be 

identified at same time. More details can be seen in WB_EEG_QA. (3) Passband and 

notch filtering (if applicable). The data can be filtered first using Hamming windowed 
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sinc FIR filter. (4) Artifact removal: EOG regression. A linear regression model will 

be utilized to remove EOG artifacts using z-scored EOG channels (5) Artifact removal: 

residual artifact removal. The residual artifacts will be removed using common used 

methods. Currently, a kind of 4 common used methods are provided in the WeBrain, 

including ICA based Multiple Artifact Rejection Algorithm (MARA), ICA based 

ADJUST, robust PCA and artifact subspace reconstruction (ASR) methods. (6) Bad 

channel interpolation and re-referencing to REST. For interpolation, reference 

electrode standardization interpolation technique (RESIT) and spherical spline 

interpolation (SSI) are provided in the WeBrain. (7) Quality assessment of 

preprocessed EEG data after artifact removal. (8) Marking residual bad block with 

unusually high or low amplitude using z-scored standard deviation (STD>6) across 

channels. Bad blocks will be marked as label 9999 using WB_EEG_Mark. (9) Clean 

EEG data with REST reference are obtained finally. 

 

Parameters 

leftchanns: index of left channels excluding left Reference (e.g. left mastoid). e.g. 

ó[1:2:16]ô; 

rightchanns: index of right channels excluding right Reference (e.g. right mastoid). 

e.g. ó[2:2:16]ô; 

xyz_leftRef: coordinates of reference for left channels, e.g. ó[-0.309,0.9511,0]ô. The 

row is xyz coordinates of reference for left channels. 

xyz_rightRef: coordinates of reference for right channels, e.g. ó[-0.309,-0.9511,0]ô. 

The row is xyz coordinates of reference for right channels. 

EOGchanns: number with indices of the EOG channels. Default is ó[]ô. 

thre_ODQ: threshold of overall data quality (ODQ). If ODQ Ó a threshold, then the 

preprocessing could be continue. Default is 80. Noting that the quality 

assessment (QA) would NOT change the EEG raw data, and some default QA 

parameters are fixed in the preprocessing tool (window size is 1 sec, lower 

edge of the frequency for high pass filtering is 1 Hz, cutoff fraction of bad 

windows is 0.4, Z-score cutoff for robust channel deviation is 5, Z-score cutoff 

for noise-to-signal rate is 3 and correlation threshold is 0.6). 

passband: passband of filtering. Default is ó[1,40]ô. 

PowerFrequency: power frequency. Default is 50 Hz (in Chinese). Noting that in USA, 

power frequency is 60Hz. 

keepUnselectChannsFlag:  

keepUnselectChannsFlag = 0: do not keep unselected channels (default); 

keepUnselectChannsFlag = 1: keep all channels. 

badChannelInterploateFlag:  

badChannelInterploateFlag = 0: do NOT interpolate, and if have channel 

locations in EEG.chanlocs, then re-referencing to REST (Dong et al., 

2017; Yao, 2001); 

badChannelInterploateFlag = 1 (default): interpolate the bad channels rows of 
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EEG.data using reference electrode standardization interpolation 

technique (RESIT); default is using RESIT (The bad channels will be 

interpolated with REST reference (Dong et al., 2017; Dong et al., 2021; 

Yao, 2001)); 

badChannelInterploateFlag = 2: interpolate the bad channels rows of EEG.data 

using spherical spline interpolation (SSI) (Perrin et al., 1989), and 

re-referencing to REST. 

residualArtifactRemovalFlag:  

residualArtifactRemovalFlag = 0: no removal; 

residualArtifactRemovalFlag = 1: ICA based MARA (Multiple Artifact 

Rejection Algorithm) (Winkler et al., 2011); 

residualArtifactRemovalFlag = 2: ICA based ADJUST (Mognon et al., 2011); 

residualArtifactRemovalFlag = 3: rPCA method (Lin et al., 2010); 

residualArtifactRemovalFlag = 4: ASR method (Mullen et al., 2013). 

MARA_thre: cuttoff posterior probability for each IC of being an artefact while using 

MARA method. Default is 0.7. 

badWindowThreshold: cutoff fraction of bad windows (default = 0.6) for detecting 

bad channels. 

srate: sampling rate of EEG data. It can be automatically detected in EEG data. But 

for ASCII/Float .txt File or MATLAB .mat File, user should fill the sampling 

rate by hand. Default is ó[]ô. 

 

Note:  

 ̧ Noting that quality assessing EEG raw data would NOT change the raw data. If 

the overall data quality (ODQ) exceed a threshold (default is 80), then the 

preprocessing could be continue. 

 ̧ EEG data will be imported as EEG structure of EEGLAB. Dimension of 

EEG.data must be channels ¦ time points.  

 ̧ If channel locations are not contained in EEG data or selected channels do not 

contain locations, methods required EEG channel coordinates are invalid (e.g. 

interpolation, ICA-based MARA, ICA-based ADJUST, and REST re-referencing 

etc.). 

 ̧ It is supported for the EEG raw data with a specific non-unipolar recording 

montage, such as the ipsilateral mastoid (IM) or the contralateral mastoid (CM) 

ONLY. 

 

Outputs 

For each subject, a zip file which contains the preprocessed EEG data will be 

generated (saved as *_prepro.set file which contains the clean EEG data (EEG.data 

with dimension channels ¦ time points) and preprocessing info (parameters and 

results of each preprocessing step). The file can be further analyzed by WeBrain 

online or EEGLAB offline. Following fields will be further added in the *.set file. 



28 

 

 

EEG.preprocessed.PassbandFilter.check = óyesô or ónoô for pass band filtering; 

EEG.preprocessed.PassbandFilter.passband: pass band; 

EEG.preprocessed.PassbandFilter.comments = óHamming windowed sinc FIR filterô; 

EEG.preprocessed.NotchFilter.check = óyesô or ónoô for notch filtering; 

EEG.preprocessed.NotchFilter.notchband: notch filtering band; 

EEG.preprocessed.EOGregression.check = óyesô or ónoô for EOG regression 

EEG.preprocessed.EOGregression.EOGchanns = EOG channels; 

 

EEG.preprocessed.residualArtifactRemoval.check = ónoô: skip residual artifact 

removal; 

EEG.preprocessed.residualArtifactRemoval.MARA.check = óyesô : use ICA-based 

MARA method to remove residual artifacts; more details can be seen in I. 

Winkler, S. Haufe, and M. Tangermann, Automatic classification of artifactual 

ICA-components for artifact removal in EEG signals, Behavioral and Brain 

Functions, 7, 2011. 

EEG.preprocessed.residualArtifactRemoval.MARA.ICs: number of ICA components 

to compute (default is 'pca' arg);  

EEG.preprocessed.residualArtifactRemoval.MARA.ICANtrain: perform tanh() 

"extended-ICA" with sign estimation N training blocks; default is 0; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAstop: ICA stop training when 

weight-change < this; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAMaxSteps: max number of 

ICA training steps; 

EEG.preprocessed.residualArtifactRemoval.MARA.ICAsphering: [óonô/óoffô] flag 

sphering of data; default is óonô; 

EEG.preprocessed.residualArtifactRemoval.MARA.artcomps: list of artifacted ICs 

detected by MARA; 

EEG.preprocessed.residualArtifactRemoval.MARA.MARAinfo: structure containing 

more information about MARA classification; 

MARAinfo.posterior_artefactprob: posterior probability for each IC of being an 

artefact. 

MARAinfo.normfeats: <6 x nIC > features computed by MARA for each IC, 

normalized by the training data. The features are: (1) Current Density Norm, 

(2) Range in Pattern, (3) Local Skewness of the Time Series, (4) Lambda, (5) 

8-13 Hz, (6) FitError.  

EEG.preprocessed.residualArtifactRemoval.MARA.MARA_thre: cuttoff posterior 

probability for each IC of being an artefact while using MARA method; 

 

EEG.preprocessed.residualArtifactRemoval.ADJUST.check = óyesô: use ICA-based 

ADJUST method to remove residual artifacts; More details about ADJUST can 

be seen in Mognon A, Jovicich J, Bruzzone L, Buiatti M, ADJUST: An 



29 

 

Automatic EEG artifact Detector based on the Joint Use of Spatial and Temporal 

features. Psychophysiology 48 (2), 229-240 (2011). 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICs: number of ICA 

components to compute (default is 'pca' arg);  

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICANtrain: perform tanh() 

"extended-ICA" with sign estimation N training blocks; default is 0; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAstop: ICA stop training 

when weight-change < this; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAMaxSteps: max number of 

ICA training steps; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.ICAsphering: ['on'/'off'] flag 

sphering of data; default is óonô; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.artcomps: list of artifacted ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.horizcomps: list of horizontal 

eye movement (HEM) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.vertcomps: list of vertical eye 

movement (VEM) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.blinkcomps: list of eye blink 

(EB) ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.disccomps: list of GD ICs; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_DV: SVD threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.diff_var: SVD feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_K: TK threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.meanK: TK feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_SED: SED threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.SED: SED feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_SAD: SAD threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.SAD: SAD feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_GDSF: GDSF threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.GDSF: GDSF feature values; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.soglia_V: MEV threshold; 

EEG.preprocessed.residualArtifactRemoval.ADJUST.nuovaV: MEV feature values; 

 

EEG.preprocessed.residualArtifactRemoval.rPCA.check = óyesô: use robust PCA to 

remove residual artifacts; 

EEG.preprocessed.residualArtifactRemoval.rPCA.lambda: weight on sparse error 

term in the cost function; 

EEG.preprocessed.residualArtifactRemoval.rPCA.tol: tolerance for stopping criterion; 

EEG.preprocessed.residualArtifactRemoval.rPCA.maxIter: maximum number of 

iterations; 

 

EEG.preprocessed.residualArtifactRemoval.ASR.check = óyesô: use ASR method to 
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remove residual artifacts; more details about ASR can be seen in the tool 

óclean_rawdataô; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit: standard deviation cutoff 

for removal of bursts (via ASR).A quite conservative value is 5; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit_refmaxbadchns: this 

number is the maximum tolerated (0.05-0.3) fraction of "bad" channels within a 

given time window of the recording that is considered acceptable for use as 

calibration data; 

EEG.preprocessed.residualArtifactRemoval.ASR.burst_crit_reftolerances: these are 

the power tolerances outside of which a channel in a given time window is 

considered "bad", in standard deviations relative to a robust EEG power 

distribution (lower and upper bound). Together with the previous parameter this 

determines how ASR calibration data is be extracted from a recording. Can also 

be specified as 'off' to achieve the same effect as in the previous parameter. 

Default is [-3.5,5.5]; 

 

EEG.preprocessed.Interpolation.check = ónoô: skip bad channel interpolation and 

re-referencing to REST only (if have channel locations); 

EEG.preprocessed.Interpolation.comments = óre-referencing to REST based on 

3-concentric spheres head modelô; 

 

EEG.preprocessed.RESITinterpolation.check = óyesô: use RESIT method to 

reconstruct bad channels; 

EEG.preprocessed.RESITinterpolation.badchanns: list of bad channels; 

EEG.preprocessed.RESITinterpolation.comments = óREST based on 3-concentric 

spheres head modelô; 

EEG.preprocessed.SphericalSplinesInterpolation.comments = óre-referencing to 

REST based on 3-concentric spheres head modelô; 

 

EEG.preprocessed.SphericalSplinesInterpolation.check = óyesô: use SSI method to 

reconstruct bad channels; 

EEG.preprocessed.SphericalSplinesInterpolation.badchanns: list of bad channels; 

 

EEG.preprocessed.QA.check = óyesô: QA after artifact removal; 

EEG.preprocessed.QA.comments = óQA after artifact removalô; 

EEG.preprocessed.QA.results: results of QA for artifact removed data; 

 

EEG.preprocessed.MarkBadBlock.check = óyesô or ónoô: marking or no marking 

residual bad block with unusually high or low amplitude using zscored standard 

deviation; 

EEG.preprocessed.MarkBadBlock.comments = óMarking residual bad block after 

artifact removalô; 



31 

 

EEG.preprocessed.MarkBadBlock.zscoredGFP: global field power of z-scored 

standard deviation across channels; 

EEG.preprocessed.MarkBadBlock.STDthreshold: standard deviation threshold; it is 

equal to the Z-score cutoff for robust channel deviation in QA. 

 

Links: 

Some EEG preprocessing tools: 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR)  

https://www.nitrc.org/projects/adjust/ 

https://github.com/methlabUZH/automagic 

https://github.com/germangh/eeglab_plugin_aar  

https://github.com/VisLab/EEG-Clean-Tools  

https://github.com/bwrc/ctap 

 

3.7 WB_EEG_CalcPower 

WB_EEG_CalcPower is a tool to calculate power indices using time-frequency 

analysis of EEGALB (using function timefreq()). Calculating power indices consists 

of (Fig. 5):  

[1] Specific event data can be extracted according to the input óeventlabelô. If the 

input óeventlabelô is empty, all data will be used. If applicable, EEG segments in 

bad block (label 9999, marked by the tool WB_EEG_Mark) will also be rejected 

automatically, and NOT used to calculate power indices. 

[2] Specific event EEG signals will be divided into small epochs.  

[3] EEG data of each epoch (default is 5s epoch) was subjected to time-frequency 

analysis with Fast-Fourier Transform (FFT) to obtain the absolute EEG band 

power at each electrode in the specific bands. Each data epoch will be linearly 

detrended before time-frequency analysis. The power value is calculated by: 

ὣ ρπzὰέὫρπ
ȿȿ
ς
πȢσχυ

ὣzȿȿ
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where Y is complex number calculated by FFT, ᴁȢᴁ is complex modulus 

operations (using óabsô function of MATLAB), the unit is ρπϽÌÏÇρπʈ6ȾὌᾀ, 

the window size is calculated by ÍÁØÐÏ×ςÎÅØÔÐÏ×ςÌÅÎÇÔÈÅÐÏÃÈ

σȟτ. Noting that, multiply by 2 account for negative frequencies, and 

counteract the reduction by a factor 0.375 that occurs as a result of cosine (Hann) 

tapering. 

 

https://sccn.ucsd.edu/wiki/Artifact_Subspace_Reconstruction_(ASR)
https://www.nitrc.org/projects/adjust/
https://github.com/methlabUZH/automagic
https://github.com/germangh/eeglab_plugin_aar
https://github.com/VisLab/EEG-Clean-Tools
https://github.com/bwrc/ctap
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Fig. 5: Pipelines of calculating power indices of EEG data. (A) Calculating power 

indices of a specific event data. Step1: Specific event data are first extracted 

according to the input óeventlabelô (e.g. label ó22ô). If applicable, EEG segments in 

bad block (label 9999, marked by WB_EEG_Mark) will also be rejected 

automatically, and NOT used to calculate power indices. Step2: Specific event EEG 

signals will be divided into small epochs. Step3: EEG data of each small epoch 

(default is 5s epoch) will be subjected to time-frequency analysis with Fast-Fourier 

Transform (FFT) to obtain the absolute EEG band power at each electrode in the 

specific bands. (B) Calculating power indices of all data. All data will be divided into 

small epochs first, and then data of each epoch (excluding bad blocks) will be used to 

calculate power indices. 

 

Default frequency bands are delta (Nuwer et al., 1994), theta (Nuwer et al., 1994), 

alpha1 (Malver et al., 2014), alpha2 (Malver et al., 2014), beta1 (Jobert et al., 2013; 

Malver et al., 2014), beta2 (Jobert et al., 2013; Malver et al., 2014), beta3 (Jobert et 

al., 2013; Malver et al., 2014), gamma1 (Jobert et al., 2013; Nuwer et al., 1994) and 






























































































